MATH 226: Notes on Assignment 15

6.3 Homogeneous Linear Systems with Constant Coefficients

Practice Problems: 1, 2, 11*, 15*, 18*

1. We will write the system of equations in matrix form as x' = Ax. Here, we have

N’ -4 1 0 T
Ta = 1 -5 1 T2 | .
Ty 01 —4 T3

To solve this system, we need to compute the eigenvalues and eigenvectors of 4. We have

—4-A 1 0
A—-AM = 1 —-5-2A 1 .
0 1 —4-X

Therefore, det(4 — AT} = —A® — 13A2 — 54X — 72 — — (A + 3)(A + 6)(A + 4). Thus the

eigenvalues are A = —3, —4, —6. First, A = —3 implies

-1 1 0 1 -1 0
A-M= 1 -2 1 }—=10 1-1
01 -1 0 0 0

after elementary row operations. Therefore,

1s an eigenvector for A = —3, and, consequently,
1
xi(t)=e¥| 1
1
1s a solution of the system. Next, A = —4 implies

0 10 1 -11
A-a-|1 1150 10
0 10 0 00

after elementary row operations. Therefore,

()

1s an eigenvector for A = —4, and, consequently,
1
xo(t) = e ¥ 0



1s a solution of the system. Finally, A = —6 implies

210 1 1/20
A-M=1111}] =0 1 2
012 0 0 0

after elementary row operations. Therefore,

(3

18 an elgenvector for A = —6, and, consequently,

1
xg(t) =¥ | -2
1

18 a solution of the system. Thus the general solution 1s
1 1 1
x(t) = cre ¥ 1] 4o 0| +ee®| -2 |.
1 -1 1

2. We will write the system of equations in matnx form as x' = Ax. Here, we have

i\’ 1 4 4 1
m | =] 03 2 s |.
Ty 0D 2 3 Tq

To solve this system, we need to compute the eigenvalues and eigenvectors of A. We have

1-A 4 4
A—-AM = 0o 3-x 2 :
0 2 3-A

Therefore, det(A — Al) = (1 — A)(A* —6A+5) = (1 — A)(A —5)(A—1). Thus the eigenvalues
are A = 1, 5. First, A = 1 implies

1

0

0
after elementary row operations. Therefore,

1 0
vi=| 0 and g = 1
0 -1

0 4 4 01
A-M=|02 2|00
022 00



are linearly independent eigenvectors for A = 1, and, consequently,

1 o
xi(t) = & ( 0 ) and xg(t) = & ( 1 )
0 -1

are solutions of the system. Next, A = 5 implies

-4 4 4 10 -2
A—A= 0 -2 24—=+{01 -1
0 2 -2 0o 0

after elementary row operations. Therefore,

(3

is an eigenvector for A = —5, and, consequently,

x3(t) = e ( )

1s a solution of the system. Thus the general solution 15

1 0
x{t)=cle*(ﬂ)+qef l)+0335' 1).
0 - 1

— = b3



11. We need to find the eigenvalues and eigenvectors.
—-1-2A 0 3
A—-A= 0 -2-A 0
3 0 -1-A

implies det(A — AT) = —(A+2)(A2 + 20— 8) = —(A+2)(A +4)(A —2). Thus the eigenvalues
are A= —2,—4, 2. First, for A = -2,

3

1

0

103 10
A-M=1 000 ]| =100
301 00

after elementary row operations. Therefore,

15 an elgenvector for A = —2 and

xi(t) =™ (

18 a solution of the system. Second, for A = —4,

303 10
A-M=1020] {01
303 00

= -0
.'.--“"’

=

|



after elementary row operations. Therefore,

1
Vg = 0
-1
1s an elgenvector for A = —4 and
1
xaft)=e¥| 0
-1
158 a solution of the system. Last, for A =2,
-3 0 3 10 -1
A—M= 0D -4 0})—={01 0
3 0 -3 oo o
after elementary row operations. Therefore,
1
va= | 0
1
1s an elgenvector for A = 2 and
1
xalt)=e®| 0
1
1s a solution of the system. Thus the general solution is
0 1 1
x(t)=cre | 1 | +cpe™ 0 | +eqe| 0
0 -1 1

The mitial condition implies

(1) -(3)-6)-()

The solution of this equation is ¢y = —1, c3 = 2 and ¢y = 0. Therefore, the solution is

0 1
x()=e 2| -1 | +227%| 0 ].
0 -1

The solution tends to the origin approaching the eigenvector (0, —1,0)7 as t — oo.



A voroe e

15. We can see that
2-x -4 -3
A—M-= 3 -5-x -3 |.
-2 2 1-X
Therefore, det(A—Al) = =A* =202+ A+2 = —(A+2)(A+1)(A—1). Thus the eigenvalues are

given by A = —2, —1,1. The corresponding eigenvectors are given as follows. For Ay = -2,

4 -4 -3 1 -1 -1
A-xa=| 3 a3 3]lsflo o 1
-2 2 3 0 0 0

after elementary row operations. Therefore,

1
vi=|1].
0
3 -4 -3 1 -1 -1
A=-M= 3 4 -3 =0 1 0
-2 2 2 o 0 0

after elementary row operations. Therefore,

1
va=| 0 }.
1
1 -4 -3 1 -4 -3
A— M= 3 6 -3]—=10 1 1
(—2 2 n) (0 0 n)

after elementary row operations. Therefore,

Thus the general solution is

1 1 1
xt)=cie | 1 | 4eet| 0| + e 1].
1] 1 -1

If we want the solution to tend to (0,0,0)7 as  — oo, we need ey = 0. That is, we need the

initial condition x; to satisfy
1 1
xp=eci| 1 | +eaf| O }.
0 1

1 1
w=1 and up=| 0 |,
0 1

S={u:u=au +amy, —co < aj,as < oo}_.
then for any xp € 5, the solution x(t) = (0,0,0)7 as t — oo.

For Ag = —1,

For g =1,

——
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If Xo is not in S, then x(t) approaches the lines determined by vz = (1,1,-1)T ast — o«



18. The eigenvalues are given by A = —1,—2, -3, —4. Their associated eigenvectors are

given by

-1 1 1] -1
B 0 B |1 - 0
vi= 1] V2= 1] Y2 =gy V2T 0
0 1 1 1
Therefore, a fundamental set of solutions 1s given by
-1 1 ] -1
0 1 0
—t —2t —dt —d
{e 1 s E -1 s E 0 3 € 0 }
0 1 1 1



6.4 Nondefective Matrices with Complex Eigenvalues

Practice Problems: 3, 5, 11, 15*
Feedback Problems: 3, 11

3. We find the eigenvalues first.

A =2 1
A-A=| 1 —-1-x 1
1 -2 —2-A

implies det(A—AI) = —A*—3XA? = TA—5 = —(A+1)(A?+2A+5). Therefore, the eigenvalues
are given by A = —1 and A = —1 &+ 2i. First, for A = —1, we have

1 -2 -1 1 -2 -1
A-M=|1 0 1 }—=|0 1 1
1 -2 -1 0 0 0

after elementary row operations. Therefore,

vV, =

is an associated eigenvector, and



is a solution of the system. Next, for A = —1 + 24,

1-2¢ -2 —1 1 —2¢ 1
A— XM = 1 —2i 1 =10 1 =1
1 -2 —-1-2 0 0 0

after elementary row operations. Therefore,

1
Vo = —
1
is an associated eigenvector. Further,
_ 1
u(t) =20 o | i | -1
1 0

is a solution of the system. We know that if u(t) is a solution, then Re(u) and Im(u) are
also solutions. Consequently, we get the following two linearly independent solutions.

cos 2t
x3(t) = Re(u) = e~ | sin2t
cos 2t
I and
sin 21
xa(t) =Im(u) =e™? | —cos2t
sin 2
We conclude that the general solution is given by
1 cos 2t sin 2¢
x(t) = e 1 | +ce | sin2t | +c3e" | —cos2t

—1 cos 2t sin 2¢



E

5. We find the eigenvalues first.

implies det(A — AI) = —A% — 302 — 12\ — 10 = —(1 + A)(A? + 2A + 10). Therefore, the
eigenvalues are given by A = —1 and A = —1 4+ 3i. First, for A = —1, we have

-6 6 —6 1 01
A-X=] -9 6 -9 )1 =010
0o -1 0 000

after elementary row operations. Therefore,

Vi = 0

is an associated eigenvector, and

1
xi(t) =e* 0
-1
is a solution of the system. Next, for A = —1 + 3i,
—6—3i 6 —6 1 0 2424
A— A= -9 6-3 -9 | —={(01 3
0 -1 -3 00 o0

after elementary row operations. Therefore,



Vo = 31
-1
is an associated eigenvector. Further,
_ 2 2
u(t) = e(-1+30 0 ) +2f 3
-1 0

is a solution of the system. We know that if u(f) is a solution, then Re(u) and Im(u) are
also solutions. Consequently, we get the following two linearly independent solutions.

2cos3t — 2sin 3t

x3(t) = Re(u) = e* —3sin 3t
—cos 3t
and
2sin 3t + 2 cos 3t
x3(t) =Im(u) =e* 3cos 3t
—sin 3t

We conclude that the general solution is given by

1 2cos 3t — 2sin 3t 2s8in 3t + 2 cos 3t
x(t) = cre”* 0 | +coet —3sin 3t +cge " 3cos 3t
—1 — cos 3t —sin 3t

11.(a) Suppose that c;a + cob = 0. Since a and b are the real and imaginary parts of the
vector vy, a = (vy ++¥;)/2 and b = (v — ¥;)/2i. Therefore,

CI(VI +?1) — ’.t‘:Cg(Vl —?1) = U.,

which leads to
(Cl — ng)V] + (Cl + T:Cg}vl = 0.

(b) Since v, and ¥; are linearly independent, we must have

c1 — Ic2
¢y +icg = 0.

It follows that ¢; = 3 = 0.



(c) Consider the equation c;x(tp) + caxa(ty) = 0. Using equation (4), we can then write
c1e'®(acos vty — bsinviy) + cae”®(asin vty + b cosvip) = 0.
Rearranging the terms and dividing by the exponential,
(€1 + ¢2) cos(vtg)a + (co — ¢p) sin(vty)b = 0.
From part (b), since a and b are linearly independent, it follows that
(€1 + c3) cos(vty) = (e2 — ¢1) sin(vty) = 0.

Without loss of generality, we may assume that the trigonometric factors are nonzero. We
then conclude that ¢; + ¢; = 0 and ¢; — ¢; = 0, which leads to ¢; = ¢; = 0. Therefore, x;(f)
and x2(t) are linearly independent at the point ¢y and therefore at every point.

a

15. The eigenvalues are given by —1,1, —1 = 4i. The corresponding eigenvectors are

-1 1 1 1
0 1 i —1
vy = ol 2=l v2=14 vy = 1
1 1 i —1
Therefore, a fundamental set of solutions 18 given by
-1 1 1 1
{E t 0 -.Et 0 !E[ 1-+4i)t 1 ,e( 1—4i)t 1 }
1 1 i —1

In order to write the solutions as real-valued solutions, we look at the solution given from
the eigenvalue —1+4i, and take the real and 1maginary parts of that solution. In particular,
for

1
u(t) = el =1+t ;
i
we have the two linearly independent real-valued solutions

1
xi(t) = Re(u(t)) =e* [1] cosdt — sin 4t
0

[ s R e



and
1

xs(t) = Im(u(t)) = e sin 4t +

= = O e
—_ =

cos 4tJ )

Therefore, we conclude that a fundamental set of real-valued solutions 1s given by

-1 1 cos 4 sin 44
0 1 — sin 44 cos 4t
—t t —t —t
{e 0o |1 o|° cosdt | € sndt |
1 1 — sin 4¢ cos 4t
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