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Jack Dongarra



The Turing Award winner also made important contributions to
the programming libraries for linear algebra that underly how many
scientific and engineering algorithms are processed on computers of
all sizes, ranging from mobile phones to the largest
supercomputers.
”These libraries were essential in the growth of the field – allowing
progressively more powerful computers to solve computationally
challenging problems,” the Association for Computing Machinery,
the scientific association that administers the Turing Award, said
of Dongarra’s work. – Fortune



Theorem: If λ and µ are
distinct eigenvalues (real or

complex) of a 2 × 2 matrix A
having corresponding

eigenvectors ~v and ~w , then
every solution of x’ = A x is a

linear combination of
eλt~v and eµt ~w .



A =

[
a b
c d

]

λ =
(a + d)±

√
(a− d)2 + 4bc

2

Possibilities
2 Real Unequal Roots

2 Complex Roots
1 Real Double Root





Double Roots
Begin With Some Very Simple Systems of form X’ = AX

Example 1:A =

(
a 0
0 a

)
so system is uncoupled

x ′ = ax
y ′ = ay

which has solution

x = C1e
at

y = C2e
at →

−→
X =

(
x(t)
y(t)

)
=

[
C1

(
1
0

)
+ C2

(
0
1

)]
eat

From Eigenvalue/Eigenvector Perspective:

A−λI =

(
a− λ 0

0 a− λ

)
; det(A−λI ) = (a−λ)2 so λ = a is double root

For Eigenvectors: λ = a:

A− λI = A− aI =

(
0 0
0 0

)
Any nonzero vector is an eigenvector. We can choose

~v =

(
1
0

)
, ~w =

(
0
1

)



Eigenvalue/Eigenvector Perspective:

A−λI =

(
a− λ 0

0 a− λ

)
; det(A−λI ) = (a−λ)2 so λ = a is double root

The Algebraic Multiplicity is 2
For Eigenvectors: λ = a:

A− λI = A− aI =

(
0 0
0 0

)
Any nonzero vector is an eigenvector. We can choose

~v =

(
1
0

)
, ~w =

(
0
1

)
The Geometric Multiplicity is also 2.



Double Roots

Example 2: A =

(
a 1
0 a

)
System is

x ′ = ax + 1y
y ′ = ay

Solve y ′ = ay to get y = C2e
at

Then x ′ = ax + y = ax + C2e
at which we can rewrite as

x ′ − ax = C2e
at .

This is a first-order Linear Differential Equation.
An Integrating Factor is e−at giving

x ′e−at − axe−at = C2e
ate−at = C2

so (xe−at)′ = C2

implying xe−at = C2t + C1

or x = C1e
at + C2te

at



Example 2: A =

(
a 1
0 a

)
System is

x ′ = ax + 1y
y ′ = ay

y = C2e
at , x = C1e

at + C2te
at

We can write the solution of the original system as

(
x
y

)
=

(
C1e

at + C2te
at

C2e
at

)
= eat

(
C1

C2

)
+ teat

(
C2

0

)
Note new type of solution teat

From Eigenvalue/Eigenvector Perspective:

A−λI =

(
a− λ 1

0 a− λ

)
; det(A−λI ) = (a−λ)2 so λ = a is double root

For Eigenvectors: λ = a:

A− λI = A− aI =

(
0 1
0 0

)
The Geometric Multiplicity is only 1.



From Eigenvalue/Eigenvector Perspective:

A−λI =

(
a− λ 1

0 a− λ

)
; det(A−λI ) = (a−λ)2 so λ = a is double root

The Algebraic Multiplicity is 2
For Eigenvectors: λ = a:

A− λI = A− aI =

(
0 1
0 0

)
The system(

0 1
0 0

)(
v1
v2

)
=

(
0
0

)
means v2 = 0, v1 = any value.

We may choose ~v =

(
1
0

)
One Solution of X’=AX is eat

(
1
0

)



Can We Produce a Solution of the Form

~X = teλt~v + eλt ~w

where ~v is an eigenvector of A associated with λ?
If so, how do we find ~w?

We need ~X ′ = A~v

Left Hand Side: ~X ′ = tλeλt~v + eλt~v + λeλt ~w .

= eλt [tλ~v + ~v + λ~w ]

Right Hand Side: A~X = A(teλt~v + eλt ~w)

= teλtA~v + eλtA~w

= eλt [tA~v + A~w ] but A~v = λ~v

= eλt [tλ~v + A~w ]



We need ~X ′ = A~v

~X ′ = eλt [tλ~v + ~v + λ~w ]

A~X = eλt [tλ~v + A~w ]

To Get Equality, We Need Entries in [] To Match:

tλ~v + ~v + λ~w = tλ~v + A~w

A~w = ~v + λ~w

. or A~w − λ~w = ~v

(A− λI )~w = ~v

We can solve this algebraic equation for ~w



To get a solution of the form

~X = teλt~v + eλt ~w to ~X ′ = AX

choose ~v to be an eigenvector associated with eigenvalue λ and
~w to satisfy (A− λI )~w = ~v

Claim: {~v , ~w} is a Linearly Independent Set
Proof: Suppose C1~v + C2~w = ~0
Multiply both sides by (A− λI )

C1(A− λI )~v + C2(A− λI )~w = (A− λI )~0
But (A− λI )~v = ~0, (A− λI )~0 = ~0, (A− λI )~w = ~v

So C2~v = ~0 BUT ~v 6= ~0 so C2 = 0
Hence C1~v = ~0 but this again yields C1 = 0.



{~v , ~w} is a Linearly Independent Set
From here, it is easy to show that

{eλt~v , teλt~v + eλt ~w} is a Linearly Independent Set of Solutions
Proof: Suppose C1e

λt~v + C2(teλt~v + eλt ~w) = ~0
Evaluate at t = 0, using eλ0 = 1:

C1~v + C2(~0 + ~w) = ~0
C1~v + C2~w = ~0

which implies C1 = 0,C2 = 0



A =

(
4 b
−2 6

)
gives A− λI =

(
4− λ b
−2 6− λ

)

det(A− λI ) = (4− λ)(6− λ)− (−2)b

= 24− 10λ+ λ2 + 2b

= λ2 + 10λ+ 24 + 2b

Eigenvalues: λ =
10±

√
100− 4(24 + 2b)

2

=
10±

√
4− 4(2b)

2

=
10± 2

√
1− 2b

2

= 5±
√

1− 2b

Set b = 1/2 so λ = 5 is a double root.



A =

(
4 1/2
−2 6

)
gives A− λI =

(
4− λ 1/2
−2 6− λ

)
which has λ = 5 as a double root (Algebraic Multiplicity = 2)

To Find Eigenvectors: A− λI = A− 5I =

(
−1 1/2
−2 1

)
which row reduces to

(
1 −1/2
0 0

)
(A− λI )~v = ~0 becomes − 2v1 + v2 = 0 so v2 = 2v1 or ~v =

(
1
2

)
The geometric multiplicity is 1

One solution to ~X ′ = A~X is e5t
(

1
2

)
To get another solution, solve (A− λI )~w = ~v(

−1 1/2
−2 1

)(
w1

w2

)
=

(
1
2

)



One solution to ~X ′ = A~X is e5t
(

1
2

)
To get another solution, solve (A− λI )~w = ~v(

−1 1/2
−2 1

)(
w1

w2

)
=

(
1
2

)
We get two equations: −w1 + 1

2w2 = 1,−2w1 + w2 = 2
which yield w2 = 2 + 2w1

We can choose ~w =

(
1
4

)
Another solution to ~X ′ = A~X is te5t~v + e5t ~w =

te5t
(

1
2

)
+ e5t

(
1
4

)
We can write general solution as

C1e
5t

(
1
2

)
+ C2

[
te5t

(
1
2

)
+ e5t

(
1
4

)]



General solution to ~X ′ = A~X is

C1e
5t

(
1
2

)
+C2

[
te5t

(
1
2

)
+ e5t

(
1
4

)]
= e5t

(
C1 + C2t + C2

2C1 + 2C2t + 4C2

)
With Initial Condition ~X (0) =

(
4
6

)
, we have

C1 + C2 = 4

2C1 + 4C2 = 6

which has solution: C1 = 5,C2 = −1 yielding

e5t
(

5− t − 1
10− 2t − 4

)
= e5t

(
4− t

6− 2t

)


