1. In an adjacency matrix for a graph G, we number the vertices of G as 1...n, and form an n x n matrix with a 1 in the \((i,j)\) and \((j,i)\) entries if vertices \(i\) and \(j\) are adjacent, and 0 otherwise.

   [For a digraph, we put a 1 in the \((i,j)\) entry alone if there is an edge from vertex \(i\) to vertex \(j\).]

   (a) A node-weight for vertex \(i\) can be stored along the diagonal in the \((i,i)\) entry, and edge-weights can be used instead of 1's in the rest of the matrix.

   (b) Adjacency matrices are good for matrices that are small or dense (i.e., having a lot of edges per vertex), as the \(n^2\) entries will be an efficient way to store the graph.

2. To represent a graph G via adjacency lists, we number (or letter, etc.) its vertices and for each vertex store a list of adjacent vertices.

   [For a digraph, we could also record whether each adjacent vertex is a head or a tail, or instead just record the vertices adjacent by out-edges.]

   (a) Adjacency lists are better for sparse graphs (in which each edge connects to relatively few neighbors), as we only store the adjacent vertices.

3. (a) Adjacency matrix

\[
\begin{bmatrix}
1 & 2 & 3 & 4 & 5 & 6 \\
0 & 1 & 1 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 \\
\end{bmatrix}
\]

   Adjacency matrix

   (b) Adjacency lists

   1 : 2, 3, 4, 6
   2 : 1, 3, 5
   3 : 1, 2, 4
   4 : 1, 3, 5, 6
   5 : 2, 4, 6
   6 : 1, 4, 5

   \[
   \begin{bmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

   Adjacency matrix

   (b) Adjacency list

   1 : 2, 5
   2 : 1, 3, 4
   3 : 2, 4
   4 : 2, 3
   5 : 1, 6
   6 : 5, 7, 9
   7 : 6, 8
   8 : 7
   9 : 6
3. A **trie** (or **prefix tree**) is a rooted tree with an unlauned root vertex and every vertex having a child for each of some set of letters — each from the root to a leaf vertex spells out some word or other text. (This can be done for any sort of sequence of tokens, as well, not only letters.)

Walking along a trie models well the process of entering text — adding a character moves to a child vertex, and “backspacing” moves up to the parent. This can be useful, e.g., for predictive text.

(a)
5. Given a set of tokens (e.g., letters) with relative frequency data for each one, Huffman encoding gives the arguably best way of encoding in binary, sequences of tokens following those relative frequencies:

- List off all tokens, smallest-to-largest in frequency.
- Iteratively take the two with the least frequency and join them into a parent node with the sum of the frequencies (remove them from the list and insert the new node).

Because the resulting code is prefix-free (the tree tells us when a code word is finished), we always know where to split the resulting string of bits.

(a) 1 bit
2 bits
3 bits
4 bits
5 bits
6 bits
7 bits
8 bits
9 bits

(b) 5 bits per letter x 63 letters = 315 bits

Huffman: 258 bits

(c) This encoding will not be optimal for all sets of words! E.g., for airport codes, there are lots of letters like X (9 bits!). The tree, and thus the encoding, are tuned to one particular distribution of letters.
6. In a Markov chain, there are a finite set of states, each with some set of probabilities for transition to another (or the same) state, such that for each state, the transition probabilities are nonnegative and sum to 1.

(a) A digraph is the natural object to use to represent a Markov chain:
- A vertex for each state, and
- A directed edge for each transition, weighted by the transition probability.

At each vertex, the outgoing weights must be nonnegative and sum to 1.

(b) We can explore a Markov chain computationally via MCMC, starting at a vertex and randomly walking across the graph, following the given transition probabilities—doing this a large number of times and recording the results can shed some light on the behavior of the system.

(c)